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Similarity, Difference, and Distance
We will use the following table in much of what follows: 

                Sample 1 Sample 2 Sample 3 Sample 4

Cardinals          1        0        0        3  

roadrunners        1        0        0        0

bluebirds          3        2        0        0

phoebes            1        0        5        2

titmice            0        9        6        0

red-tails          1        0        0        0

chickadees        20        1        1        0

waxwings          66        0        0        0
Gauch (1982) presents five Conceptual Spaces (see species abundances in ordination) 

1) Species space: each sample has an abundance for each species, and can be placed as a point on a graph in which the axes are species. 
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2) Sample space:   Each species is present with a given abundance in each sample, and can be placed as a point on a graph in which the axes are samples. 
[image: image3.jpg]
  
3) Species dissimilarity space: One can measure the dissimilarity of each species to each other species, based upon the sample they occur in. Thus, two species which are never present in the same sample will have a very high dissimilarity, and two species which are always present in the same sample and with similar patterns of abundance will have a low dissimilarity. According to most measures, the dissimilarity between a species and itself is zero.   Each species can be placed as a point on a graph in which the axes are dissimilarities to species. 

4) Sample dissimilarity space: One can measure the dissimilarity of each sample to each other sample, based upon the species that occur in them (discussed below). Thus, two samples which share no species have a very high dissimilarity, and two samples which share the same species in similar abundances will have a low dissimilarity. According to most measures, the dissimilarity between a sample and itself is zero.   Each sample can be placed as a point on a graph in which the axes are dissimilarities to samples. 

5) Ecological space: Each sample is characterized by different environments, and can be placed as a point on a graph in which the axes are environmental variables. 
[image: image4.jpg]


Ordination
Unless you are dealing with a very simple system, it is impossible to completely visualize all of these spaces. Imagine a coordinate system with several hundred axes! This is why we need ordination: To try to find a low-dimension space which summarizes the most important aspects of the above spaces. 

Gauch (1982): "Ordination primarily endeavors to represent sample and species relationships as faithfully as possible in a low-dimensional space" 



Dissimilarity
(Also known as distance or difference) 
There are many different dissimilarity spaces, because there are many different ways to measure dissimilarity. 
Many ordination techniques are based upon sample dissimilarity. See Distance-based ordination techniques. 

In the following, I will focus upon dissimilarity among samples.   Data are usually relativized before calculating dissimilarity. 

Gauch gives three measures: 

Euclidean Distance (based upon Pythagorean Theorem) 

        I

EDjk = [(Aij-Aik)2]0.5 

         i=1

Percentage Dissimilarity

PDjk = IA-PSjk 
                 I               I 
where PSjk = 200[min(Aij,Aik)] / (Aij + Aik) 
                i=1              i=1 

and IA is the "Index of Association", or the similarity of replicate samples. Since this is usually not known, either the highest similarity, the similarity of environmentally similar samples, or 100% is substituted. 

Complemented Coefficient of Community (CD) - Based upon presence and absence. 

                Sample 1 Sample 2 Sample 3 Sample 4

Cardinals          1        0        0        3  

roadrunners        1        0        0        0

bluebirds          3        2        0        0

phoebes            1        0        5        2

titmice            0        9        6        0

red-tails          1        0        0        0

chickadees        20        1        1        0

waxwings          66        0        0        0

The relative abundances are:
              Sample 1 Sample 2 Sample 3 Sample 4 
Cardinals        0.01    0.00    0.00    0.60 
roadrunners      0.01    0.00    0.00    0.00 
bluebirds        0.03    0.17    0.00    0.00 
phoebes          0.01    0.00    0.42    0.40 
titmice          0.00    0.75    0.50    0.00 
red-tails        0.01    0.00    0.00    0.00 
chickadees       0.22    0.08    0.08    0.00 
waxwings         0.71    0.00    0.00    0.00 

The Euclidean distance between sample 1 and sample 2 will be: 

          I

EDjk = [(Aij-Aik)2 ]0.5

         i=1

          8

ED12 = [ (Ai1-Ai2)2 ]0.5

         i=1

={[(0.01-0.00)2 +(0.01-0.00)2+(0.03-0.17)2+(0.01-0.00)2 +(0.00-0.75)2+(0.01-0.00)2+(0.22-0.08)2+(0.71-0.00)]2}0.5
=[0.0001+0.0001+0.0196+0.0001+0.5625+0.0001+0.0196+0.5041]0.5
=1.1062000.5
=1.0518
Dissimilarity matrix (distance matrix, difference matrix): 
                  Sample 
Sample     1      2     3      4 
1       0.0000 1.0518 0.9711 1.0265 
2       1.0518 0.0000 0.5175 1.0573 
3       0.9711 0.5175 0.0000 0.7854 
4       1.0265 1.0573 0.7854 0.0000 

A dissimilarity matrix is SQUARE and SYMMETRIC, which means the columns and the rows are the same, or (equivalently) the matrix is the same as its transpose. 
Similarity matrices, and correlation matrices are also square, symmetric matrices, but differ from dissimilarity matrices in that: 

The diagonals of similarity matrices are usually 1 or 100, and the correlation matrix has diagonals of 1. 

Example of correlation matrix: 
values are values of r 
        pH     Ca       Mg        K     elevation 
pH    1.000    0.971    0.873    0.652   -0.322 
Ca    0.971    1.000    0.911    0.653   -0.421 
Mg    0.873    0.911    1.000    0.389   -0.499 
K     0.652    0.653    0.389    1.000    0.121 
elev -0.322   -0.421   -0.499    0.121    1.000 
  

The Covariance matrix (also known as variance-covariance matrix) is also a square, symmetric matrix. 
The covariance between two variables, x and y, is defined as: 
          N     _     _ 
Cov(x,y)=[ (xi-x)(yi-y)]/(N-1) 
          i=1 

Note that the units for covariance are in x units times y units. So if x is Mg and y is elevation, the covariance between the two is in "ppm m". 
Note what happens if you take the covariance of a variable with itself: 

          N    _     _            N    _ 

Cov(x,x)=[(xi-x)(xi-x)]/(N-1) = [(xi-x)2]/(N-1) = s2

         i=1                      i=1
So the diagonal elements of the covariance matrix equal the variances of the variables. 
If you standardize your variables (see Basic Statistics), the covariance matrix becomes your correlation matrix! 
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ABSTRACT 

This paper deals with the problem of automatically generating cross-reference links when converting text to hypertext. A statistical approach is introduced, based on techniques commonly used in Information Retrieval. Complementary probabilistic methods are also considered, so as to benefit from existing information about interesting links (manual cross-references) in order to create more relevant links than the ones generated without any knowledge. A semi-automated method is outlined to generate cross-references, with an application to a design guide containing guidelines.

KEY WORDS

Semantic links, hypertext generation, automatic cross-referencing.



1. INTRODUCTION

When faced with the problem of translating a well-structured document into hypertext format, such as the popular HTML, one encounters many solutions. However, those solutions work as long as it is only about generating hierarchical or linear links. For example, generating several HTML documents from a single well-structured Word document only requires a good set of macros. Tables of contents, indexes, forward and backward buttons can be generated automatically. More generally the problem of turning regularly structured text into hypertext has been addressed by several researchers already (see [Furuta 1989, Salminen 1995, Sarre 1991]).

But when it comes to adding cross-reference links to a linear document without any textual clues (such as " see also " or " cf "), users are usually at a loss. So far this can only be done by hand, by people that have sufficient knowledge about the domain and who can point out semantic links between different parts of a document. Automatic cross-referencing is a challenging task, because hypertexts tend to grow in size and this task is highly time-consuming.

This is the part of the hypertext translation process that we shall deal with. We shall assume that all the other links have been generated automatically by some kind of processing, and that we are left with the task of adding meaningful semantic links to an existing hypertext structure.

For this purpose, we have chosen a real-world case study : a document called " Guidelines For Designing User Interface Software " that has been designed by Smith & Mosier [Smith 1986].

This guide contains 957 rules for designing more usable software interfaces. Our task is thus to find a way to create meaningful links between those rules. The links we intend to create are cross-reference between related guidelines.

In fact our work has also been made easier by the fact that Smith & Mosier had already inserted 701 such links in their guide. This is important not only for evaluation purposes, but also to serve as a basis for optimised keyword weights used in probabilistic information retrieval. Thanks to the information provided by the authors, we shall be able to better assert the efficiency of our techniques. 

1.1. Current approaches

There are several approaches to detect cross-reference links.

The first one is the syntactic approach. Cross-references can be detected by occurrences of phrases such as :"see also ...", "this can be liked to ...","in ... Mister X says that" or by more sophisticated mechanisms to detect quotations [Conrad 1994]. This approach is a first step towards the final goal. In the case of Smith & Mosier's guide, it has been followed by [Vanderdonckt 1995] to automatically generate an hypertext for Windows. This approach can be extended by natural language analysis, used by some researchers to detect hypertext `anchors' [Lehnert 1992].

The second approach comes from the Artificial Intelligence field. It is based on neural networks. As the description of this approach is beyond the scope of this article, the interested reader is referred to [Kwok 1995, Ueno 1993}.

The third approach is based on statistical methods used in Information Retrieval. When you search for a document in a database, a keyword vector is generated from your query and compared to the keyword vectors representing the documents inside the database. At first glance, a keyword vector consists of any significant word that belongs to a document. A similarity coefficient is then computed for every pair query/document. The best matches, i.e. those documents that have the higher similarity coefficient with the query, are given as output of the process.

This is the basic idea behind the generation of cross-reference links based on the statistical analysis of a document [D'Hayere 1995]. Every document in the database is compared with all the others and, when similarity coefficients are significantly high, a link is generated.

In this case also, as we have interesting a priori information about links, we can use it to compute optimal weights for keywords. Using a Bayesian approach, we shall compute the discriminating power of keywords to assert their weight. This means that the keywords that play a role in many existing links could be assigned a higher weight than those which do not. 

2. THE INFORMATION RETRIEVAL APPROACH 

The weighted keyword vector model is commonplace in Information Retrieval. The main variations in the model are mainly in what words will serve as keywords, how to weight those keywords and how to compute the similarity functions between two vectors. More details can be found in [Salton 1989]. Within the scope of this study, we shall consider that a guideline is in fact a document. 

2.1. Keyword selection

The starting point is always to get rid of meaningless words. These words are called "stop words" (conjunctions, adverbs, etc.). Afterwards, several other steps are generally applied to the list of words contained in the documents collection to track down useful keywords : 

· reducing words to their stems; 

· using a thesaurus to replace synonyms; 

· generating noun pairs. 

We have first worked with original words unchanged. Then, with their stems only, and lastly with a thesaurus. We have also used a glossary of domain-dependent useful words. Another test has been done using keywords extracted from the guidelines titles only. 

2.2. Weight computation

The weight assigned to a keyword can be : 

· 1 if present in the document, 0 otherwise (binary); 

· the number of occurrences of those keywords inside a document (term frequency); 

· the inverse of the number of occurrences of these keywords in the whole collection of documents (inverse document frequency). 


Any combination of these measures is allowed. The most effective measure of similarity has been established to be the " Term Frequency * Inverse Document Frequency " (TF * IDF). This score can be calculated as follows :

[image: image6.png]
wik = the weight of keyword k in document i
nk = number of documents containing keyword k

tfik = number of occurrences of keyword k in document i 

We have used various weighting functions in our approach, just to check if they worked better in the case of link generation than in the case of plain document retrieval. 

2.3. Similarity function

The function that we have retained is the cosine function, which gives a good similarity measure for two vectors in a multi-dimensional keyword spaces. 

The similarity function between two documents Di and Dj, represented in a space of N keywords by their weighted keyword vectors (wik) and (wjk) will be :

[image: image7.png]

Since this function provides a similarity measure between 0 and 1, it is not sensitive to the size of the documents (as every keyword vector is normalised). 

Another aspect is about bi-directional links. For the sake of simplicity, we have chosen to generate links that are valid in both directions. If one wants to create unidirectional links, then the use of an asymmetric similarity function is required. The latter will reflect concepts such as inclusion or dependence. 

3. A COMPLEMENTARY PROBABILISTIC APPROACH

In Probabilistic Information Retrieval (PIR), when some knowledge is available about the relevance of a document with regards to a query, the keywords can be re-weighted according to this information, so as to maximise the similarity function for the relevant pairs query/document. The reader interested in PIR will find more information in [van Rijsbergen 1979, Fuhr 1991].

The weight of a keyword is here considered to be a function of its discriminating power. When a keyword is present in two documents, it increases the similarity function between them. The higher its weight, the more likely a link will be created. If the proportion of existing relevant links in which this keyword plays a role exceeds the proportion of non-relevant links in which it also plays a role, then its discriminating power is said to be positive. Otherwise it will be negative. This can be summed up in the following formula (adapted from [van Rijsbergen 1979] to the case of link generation):

[image: image8.png]
rk = number of relevant links containing keyword k
r-k = number of relevant links not containing keyword k
nrk = number of non-relevant links containing keyword k

nr-k = number of non-relevant links not containing keyword k 

For the moment, as we have no way to determine the set of relevant links in the whole structure, we shall make the assumption that relevant means "given by the authors". A keyword is contained in a link if it is present on both sides of the link, i.e. in both documents. Further on, we shall introduce another relevance measure : the one given by a user.

Intuitively we had devised our own formula. This ones gives a value between 0 and 10 (0 when the keyword k plays no part in any existing link, and 10 when all the links it belongs to are existing links).
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So for example, if you have N documents and your keyword is present in n of them, it will increase similarity in n (n - 1) / 2 links. Let us assume that N = 1000 and n = 100. This keyword increases the similarity coefficient of 4950 links. If only 50 of them are existing cross-reference links (out of 700), the other 4900 links are assumed to be non-relevant. Its discriminating power according to the formula above will be 1.

Keywords whose frequency in the documents collection is high will have very low weights because they participate in many links (if a keyword is present in n documents, it will participate in O(n2) links, most of which will obviously not be relevant !). But infrequent keywords will be sorted this time, whereas they were not with the ordinary weighting method (inverse document frequency). Infrequent keywords that play no part in links will simply be ignored (their weight will be 0), while others might be given a higher weight according to their importance in existing cross-reference links. 

4. EVALUATION

Whatever type of similarity computation we shall use, an important thing is the evaluation criterion. Common performance indicators in Information Retrieval are the precision and recall rates. In the case of hypertext link generation, the recall rate will be defined as the number of relevant links generated divided by the total number of relevant links. As for the precision rate, it will be defined as the number of relevant links generated divided by the total number of links generated.

In this case too, valuable information is provided by Smith & Mosier in the form of existing cross-reference links. This will help us approximate both the total and generated number of relevant links. Of course, as human cross-referencing is not perfect, this will never allow the actual precision and recall rates to be computed accurately. However, they remain valuable indicators and will be used meanwhile, as stated above.

The most interesting information to extract from existing manual cross-referencing is that if we generate links automatically, then the manual links should at least be part of them. In our opinion, the best method will be the one that retrieves the most existing cross-references. So the recall rate is a key factor here.

As there is a good chance that a great deal of relevant links have not been discovered by the authors, precision is also important. This time, we shall not rely on the links given by the authors, but we shall try to assess the number of relevant links given by our automatic generation process. As this implies sorting out a great deal of links by hand, we have not been able to perform this operation on every set of links generated. We have sampled some precision rates instead and shall mention them when appropriate. 

5. TUNING PARAMETERS

The similarity computations will allow us to create links between documents that are very much alike. Now the question is : how many links will one create ? In other words, what will be the threshold above which similarity coefficients between two documents will give birth to a link ? In [Blustein 1993] a fixed number of links per document is generated (5 being the optimum). We do not think that this is a good approach as this sometimes implies generating poor links to fill the gaps, while neglecting good links when exceeding the limit set on their number. We propose choosing the total number of links to add to the whole hypertext structure, and raising the similarity threshold so as to generate only the number of links wanted. Only the document pairs with sufficient similarity values will be linked. Some documents will have several links, and others maybe none.

Smith & Mosier had only given 1087 cross-references (taken down to 701 bi-directional links). So a good rule of thumb would be to generate only as many links as the number of documents. In this study, we have considered six cases : 100, 250, 500, 700, 1000, 1500 links to generate. For each number of generated links, the recall rates will be taken into account. 

6. EXPERIMENTS

Before comparing different strategies to compute similarities between documents, let us have a look at how similarity coefficients are distributed using a standard cosine function with simple binary weights (957 documents yield coefficients) :
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Figure 1. Distribution for all possible links.

And how the coefficients for existing cross-reference links are distributed :

[image: image11.png]

Figure 2. Distribution for the 701 existing links.

The comparison between both graphics shows that existing cross-reference links have higher similarity levels than unrelated pairs of documents. But with this similarity function, high recall rates seem hard to reach as some cross-references exhibit very low similarities. A null value means two documents have no words in common. The art of automatic link generation is thus to find the function that will maximise similarity coefficients for related documents, while not increasing similarities between unrelated documents at the same time. 

6.1. Weighting

The aim of the first series of tests we have carried out was to check if the TF * IDF weighting scheme, commonly used in Information Retrieval, was also the most effective when applied to automatic link recognition. This has turned out to be the case. As one can check in both Table 1 and Figure 3, the TF * IDF weighting scheme outperforms all the other weighting types. It allows more relevant links to be discovered than any other scheme.

[image: image12.png]

Table 1. Weighting scheme comparisons.



Figure 3. Comparisons of different keyword weighting schemes. 
6.2. Keywords

The goal of the second series of tests, given the use of a same similarity function, has been to try and find the best keywords to use for comparisons. We have first used original words straight out of the text. Secondly, we have reduced words to their stems and subsequently merged keywords with identical roots (thanks to a UNIX software called ispell). Thirdly, we have used a thesaurus of words frequently used in the domain of computer interface guidelines to merge synonyms and other similar words. In the fourth place, we have restricted the set of keywords to a glossary of domain-dependent meaningful words (these words were extracted from the glossary given by Smith & Mosier themselves). The last idea was to use only the words present in the 957 rule titles (first unchanged, and then also reduced to their stems).

The results are summed up in both Table 2 and Figure 4. The global feeling is that none of these additional techniques gives better results than using simple full text indexing... In particular, the use of a glossary seems to worsen things. It yields extremely poor results maybe because it leaves out a great deal of important words that contribute to text linking without being domain-sensitive.
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Table 2. Keyword selection comparisons.

[image: image14.png]

Figure 4. Comparisons of different keyword selection schemes. 

In fact, for a small number of links to generate, the use of title words as keywords reveals itself a good alternative to full text indexing, but its performance rapidly decreases as the number of links grows. All in all, using all meaningful words in a text as keywords is the best approach in our case, and probably in most other cases.

More sophisticated keyword extraction techniques can be considered. For instance, identifying noun pairs or concepts. But this requires either important domain-dependent knowledge bases or natural language analysis, which is beyond the scope of this paper. 

6.3. Precision

Only the recall rates have been considered so far (and only in terms of existing links retrieved). As stated above, we have also tried to assess precision by browsing through the generated links manually. As this task is time-consuming, we have only performed it in the case of the TF * IDF weighting scheme, with original words, and only on a subset of the generated links (about 400). Anyway, this yields a significant result : 80 % of the observed generated links have been recognised to be relevant. This means our automatic generation process seems worthwhile, despite its poor recall rate. This could also mean that manual cross-referencing is not a very effective process either, as it leaves many interesting links in the shade. 

6.4. Optimising weights

As stated above, as a priori information about certain relevant links is available, we can try to compute keyword weights accordingly. We shall use both the log function given in [van Rijsbergen 1979] and our own formula, based on square roots. The former is backed by probabilistic theory, while the latter has the advantage of possessing clear boundaries. In effect, if a keyword appears in no relevant links, then, using the log formula, its weight should be log(0)... whereas it should be log(+infinite) when it is found only in relevant links. These extreme values have to be arbitrarily fixed to ensure computability.

Thus, the 701 existing cross-reference links are used to weight the 4096 keywords that have been identified in the text. Keeping the cosine function, one can examine the results of this approach in Figure 5. One will notice that there is a major improvement in the recall rate when we use this sort of relevance feedback mechanism. More existing cross-references are retrieved, and so the quality of other generated links could be superior to other methods. This has not been fully confirmed as a precision of 82 % has been observed when browsing through the generated links (about 400 out of 700). Yet this result is interesting, as it maximises the retrieval of links whose type has been judged relevant by somebody.
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Figure 5. Effect of using optimised weights on the recall rates. 

We have also noticed that our formula using square root was as effective as the log formula for a small number of links, whereas the advantage lies with the latter for bigger amounts of generated links.

Of course such a priori information is not always available and one might ask what the interest of this approach is if we have to do the work of cross-referencing by hand first. We can reply to this statement that another procedure can be considered. 

6.5. A semi-automatic procedure

The first step of this procedure will be to run our automatic linking algorithm on the set of documents to link (with simple full text indexing and TF * IDF similarity computation).

The second step will require some human relevance feedback about whether the links generated during the first step are relevant or not. In our case, for example, we have evaluated 400 links out of 700 generated. The more, the better of course.

This will lead to a second running of the linking algorithm where better links could be discovered and implemented automatically.

This opens the path to semi-automated cross-referencing link generation. One will notice that this procedure is very similar to the one used in Information Retrieval for relevance feedback. As its efficiency has been acknowledged many times in that field, this might be the case here too. 

7. FURTHER OUTLOOK

7.1. Calculation complexity

The method outlined in this paper requires that a similarity coefficient be computed for every pair of documents. So if there are N documents in our collection, the number of computations to do is N * (N-1) / 2 O(N2). This can be too much for large collections. Lucarella in [Lucarella, 1988] has pointed out two ways for reducing this complexity. The first one is clustering, which means grouping together similar documents, so that every document will be attached to a cluster with which its similarity is the highest. At the end of the clustering process, similarity coefficients are computed between all the members of the clusters. This approach reduces complexity to O(N log N), but it has several drawbacks as clustering methods can separate documents that were in fact close to each other. Inaccuracies are introduced during the clustering process, and arbitrary classes are often created.

The second approach is to create inverted files for keywords before computing similarities. Several optimisations can be brought to the computation process, such as examining only documents that have at least one keyword in common with the current one. One can also interrupt similarity computations when it becomes obvious that the threshold will not be reached, and so on. The efficiency of this method requires further investigation. 

7.2. Hierarchical document space

One might argue that we have worked with a flat hypertext, overlooking the existing hierarchical and other structural links. Actually the structure of our case study did not call for it. However, the remark is true for most hypertexts. We agree that taking into account the context surrounding documents, i.e. their structural links within the hypertext, should be considered when searching for semantic links.

For example, the manual cross-references in our guidelines book do not connect rules that are close to one another in the same section. This is obvious because this closeness reveals an implicit link by itself. When we take a look at our automatic linking process, it outputs such implicit links because it does not take proximity information into account when computing similarities. If we do not want this to occur, then we shall have to integrate a mechanism that decreases similarities for documents that are geographically close.

The graph-traversal approach, advocated by Frisse in [Frisse 1988] could be considered here too. Instead of computing a similarity measure using only keyword vectors describing two documents, one might also take into account the similarity measures of their respective child nodes (in the hierarchy) for the similarity function. This can be done by propagating child document weights up the hierarchy. 

Inference using belief networks could also help. With belief networks, users are allowed to express their opinion about the relevance of a link, thus permitting to adjust keyword weights. If users appreciate the usefulness of a link, the weights of the keywords that affect the similarity measure between documents on both sides of this link will be reviewed so that they strengthen that link. When the keyword space is itself an acyclic directed graph, keyword weights are propagated with Bayesian techniques. See [Croft 1989, Frisse 1989] for further information. 

8. CONCLUSIONS

The statistical methods alone cannot generate well-linked hypertexts, but they can provide valuable help in the framework of a semi-automated linking process. After an automated first step (the computation of similarity coefficients based on keyword frequencies), relevance feedback can be given to the process to yield better cross-reference links.

Other improvements could be introduced from the syntactic and natural language analysis field, and also from artificial intelligence. It is also possible to integrate networked index structures to this approach, unlike the flat index structure we have used. It should also be possible to manage hierarchic information spaces, more complicated than the simple structure of our "book of rules". We hope that this will lead to software applications that will tackle the problem of authoring cross-references and generating hypertext. 
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